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Survival analysis techniques habecomestandard
tools for the statistician in medical research. The
application of survival models tdata is valid when
the endpoint of interest is the “time to thecurrence

of a particular event.” Survivainodels may be
applied to a variety of fields such dsology,
medicine, engineering,and economics. With
modern computing technology, the analysis of “time-
to-event” data hasbecomeinexpensive in terms of
time. There areseveral statistical packages on the
market today that can beused to do survival
analyses. The mostommonly used packages are
SAS, SPSSand BMDP. Thesethree packages are
compared based upatheir capabilities, accuracy,
anduser-friendliness as applied to survival analysis.
Example datasetsareused to demonstraandard
and nonstandardconditions that occur when
modelling survival data in each of the packages.
Several survival analysis applicatioase presented
to determine the agreement among the three
packages. Both the univariai@nd multivariate
survival analysis procedurese presentefbr each
package.

1. INTRODUCTION

The application of survivamodels todata is valid
when the endpoint of interest is the “time to the
occurrence of a particular event.” Survivabdels
may be applied to a variety of fields suchbasogy,
medicine, engineeringindeconomics. An example
of an application in engineering is to motle time

it takes for a ball-bearing to weaf.he focuswill be

on applications irbiology and medicine where the
event of interesimay betime to death or time to a
particular event such as relapse of a disease. The
standard statistical techniqués data analysis are
usually not applicable to survivalata. First of all
survival data aretypically not symmetric. A
histogram of survival times will indicatat they
tend to bepositively skewed. As aesult it is not
reasonable to assume datdto$ type to benormally
distributed. Another feature of survival dataat
makes it difficult to usestandard techniques that

survival times arefrequently “censored.” The
survival time of an individual is said to be censored
when the endpoint of interest has not been observed.

Right censoring, which is the mosbmmon form,
occurs wherthe exact survival time is not known.
All that is known is that theexact survival time
exceedsthe recorded valueThis type of situation
canoccur ifthe subjects daot experience thevent

of interest when thetudyterminates othey arelost

to follow-up. Suchdata cannot be analyzed by
ignoring the censored observations because in
general thosavho tend to live longeare mordikely

to be censored.

Another feature of survival data is the potential for
truncation. Forleft truncation only subjectsthat
experience a certain intermediate evané made
known to the investigator. For example, if foeus

of thestudy is to look at relapse of leukenpidor to
death, left truncationoccurs because only those who
experience the intermediatevent (relapse) are
observed.

There are both parametricand nonparametric
techniques available to model survivddta. The
parametric methods of estimation assuthat the
probability density function ofthe time to a
particular evenfollows a specificdistribution, such

as the exponential distribution, while the
nonparametric methods do not. The three major
statistical packages (SAS, SPS8)d BMDP) are
compared for bothparametric and nonparametric
survival analysis methods. Recommendations are
given as to when each package is superior under
both standard and nonstandacdnditions. Several
datasets are analyzed by each ofghekages sthat
direct comparisons can be made. These include: (1)
ovarian cancer data, Edmunsetral. (1979); (2) the
Stanford heart transplant dat&rowley and Hu
(1977); (3) larynx cancer data, Kardaun (1983); (4)
breast feedinglata, NationaLabor Survey of Youth
(NLSY); and (5) melanoma data, Lee (1992).



2. COMPARISON OF THE PACKAGES

There are a number of similaritiebetween
SAS(version 6.09)SPSS (versiorb.0), andBMDP
(version 1990) in terms of computational methods
for survival analysis. Fothe mostpart, the three
packages agree with one another widspect to
parameter estimatiomnd calculation of available
statistical tests. Table 1 lists tpeocedureghat are
found in each othe three statistical packag#dsat
perform the major survival analysis techniques:
Kaplan-Meier method (Kaplamand Meier, 1958),
life table methodgGehan, 1969)Cox proportional
hazardsmodels (Cox, 1972)and theaccelerated
failure time model (Andersen, Borgan, Gill,
Keiding, 1993). Thelife table method is not
considered inthis discussion since it is no longer
commonly used in medical applicationSach of the
packagegan handle rightensorediataeasily. The
major differences amongthe packages are
summarized in Table 2.

2.1 Kaplan-Meier Estimates and Tests

The Kaplan-Meier estimates of the survival function
are available inall three packages along with
standard errors of the survival function calculated by
Greenwood’s formula (Greenwood, 1926). The three
packages providthe results of the log-rank (Collett,
1994) and the Wilcoxon tests(Gehan, 1969) for
comparing the survival divo or more groups. The
Tarone-Ware test (Taronand Ware, 1977) is
available in SPS&and BMDP butnot in SAS. The
Peto-Prentice (Petand Peto, 1972) test is available
only in BMDP. SPSS$has theability to calculate all
pairwise comparisons among the groups by issuing a
single command (/compare=pairwise). More work is
needed in SASand BMDP to obtain the pairwise
results.

SAS conflicts with SPS&nd BMDP in the way the
mean survival times are calculated. All three
packages underestimate the mean when the last
observation is censored, but SAS doeswsth a
larger magnitude.SAS estimateshe mearonly up

to the lastevent time, where botBPSSand BMDP
estimate the mean up to the ladiservation. The
packages agree in estimating the median survival
time and its variance. The number at nskvided

as standard output is incorrefdr each of the
packages. The risk set should be determined an
instantbeforeeach of theevent times. Therefore the
numbers at risk should all be increaseddme in

each of the package’s output. Both SRR8BMDP
have built-in modules fothe testfor trend and to do
stratified analyses (Kleiand Moeschberger, 1996).
SAS/IML can be used to obtain these tests in SAS by
using the proper test statistics. The results agree
among the three packagkes stratified analyses and
the test for trend.

2.2 Cox Proportional Hazards Model

Each of the packages fits th@ox proportional
hazards model wusing the Newton-Raphson
procedure to maximize thgartial likelihood. The
estimated regression parametarsd their standard
errors are provided as standard output. SRROC
PHREG has four likelihoods (Breslow, exact,
discrete, and Efron) that adjust for ties in the
survival times. TheBreslow likelihood is due to
Breslow (1974). The exact likelihood is due to
Kalbfleisch and Prentice (1980). Thediscrete
likelihood replaces the proportionakzardsmodel

by the discrete logistic model. The Efron likelihood
is due to Efron (1977). Each of thesmn beused to
adjust for tied survival times. Theyre equivalent
when there are no tiedVhen there are a large
number of tied survival times the exaahd the
discrete likelihoods are preferred. Both perfaveil

but the discrete likelihood is computational easier
andfaster in terms of computer time. When there
are only a few ties both the Efronand Breslow
likelihoods perform wellThe Breslow likelihood is
usually preferred to Efron’s since it is qustgaight
forward to compute The SAS default ighe Breslow
likelihood. This is theonly likelihood that is
available in SPSS and BMDP.

A nice feature of each of the packages isahiity

to construct 2 df tests. SAS uses a “test” statement
to obtain the results of the Wald test of linear
hypotheses abouhe regression parameterSPSS
usesits “/categorical’and “/contrast” subcommands

to obtain 2 df Wald tests. In BMDP, 2 df Wald,
likelihood ratio,and score testare available in the
“/[TEST” paragraph using the “ELIM” statement.

Each package alsallows the output of otheuseful
information such as the estimated survival and
hazardfunctions, the martingale residuaknd the
number ofsubjects atisk for inspection ographics.
Each package can accoufdr time-dependent
covariatesand they can be incorporated to test the
proportional hazards assumption. A graphical
method is also available in each package to test the



proportional hazards assumptiol®AS, SPSS, and
BMDP each have procedures to do a stratified
analysis. The results agree among the packages.
SPSShas afeature (/missing=includehat includes
cases inthe analysisthat have missing valuedor
covariateghat arespecified inthe model. SAS and
BMDP automatically excludesuch cases from the
analysis. The results of using the
“/missing=include” subcommand are peculiar. What
SPSS does is actually ude value ofthe covariate
even though it is defined as missing. For example, a
covariatethat has -9 as itdefined missing value is
used inthe analysis as a -9. We recommend not
using this option. Use the default option
“Imissing=exclude”. These results agree with those
of SAS and BMDP using Breslow’s likelihood.

2.3 Left Truncated Data

Left truncated datdrequently arises irthe analysis
of medical data. If the truncation is ignorgdur
results may beseverely biasedKlein and Zhang,
1996).

Only BMDP has a built-in routine to handlkeeft
truncation. BMDP uses a@ime-dependent strata to
modify the risksets to adjust for lefiruncation. It
usesthe “PASS” and“LEVEL” commands together

to modify the risk sets. We havdiscovered a
methodthat allows analysis of leftruncated data in
SAS. An augmented data set is constructed where at
each death time a record is added for each individual
who has entered thstudy at anearlier time. The
censoring variable is set to zeand a variable
named “strata” which is equal to the death time is
included. A stratified Cox model is used stratifying
on the constructed variable “strata”. Both the SAS
and BMDP code for left truncated data follows:

SAS code using augmented data:

proc phreg;
stratastrata;
modeltime*censof0)=group;
run;
Original Data:
Time Censor Group Enter
10 1 1 8
12 1 0 6
15 1 1 11
20 1 0 14

Augmented Data:

Time Censor Group Strata
10 1 1 10
12 0 0 10
12 1 0 12
15 0 1 12
15 1 1 15
20 0 0 15
20 1 0 20
BMDP code using original data:
/REGRESS
ADD = treat.
AUX = group, enter.
PASS = 2.
ITEST
ELIM = treat.
STAT = wald, Iratio, score.
/FUNCTION
LEVEL = 1.

if (enter gt time) then LEVEL=0.
treat=group.
/END

The results ofunning astratified Cox model on the
“augmented data” are identical to the results
obtained using the “original data” iBMDP’s 2L.
The method is notery practical at this time. If the
augmented data sean be constructed iBAS/IML

the method will be very useful to the SAS user.

2.4 Model Building

There are automated variablgelection routines
(forward, backwardand stepwise) available in each
of the statistical packagdsr model building. The
routines arevery similar among thepackages and
tend togive the same results in terms of a final
model. A nice feature of SPSStiee ability to use a
2 df Wald test to determine if ldock of levels of a
covariate should enter the modelThis feature is
superior to those in SASdBMDP where only 1 df
tests are available during the model-building
process.

2.5 Nonstandard Conditions

There areseveralnonstandard conditionthat may
arise when modelling survival data. Two of the most
commonly encountered onese: 1) all theevents
times of one level of a covariate occur befibre first
event time ofanotherlevel and 2)one covariate is a



linear combination of anotheovariate. Under the
first condition, the estimate of the regression
parameter is £ infinity. The second conditieads

to a singular matrix that is noinvertible and
therefore the regression parameters cannot be
estimated. The results bbw each packageandles

the nonstandard conditiongliffers among the
packages. Both SPS&nd BMDP give warning
messageshat one of the nonstandard conditions is
present. SAS provides results without providing any
information that a nonstandaondition is present.
For example, when condition 1 is present, SAS
provides the results of the estimated regression
parameters after 15 iterations. These are not the
correct estimates becaue parameter estimate for
the covariate with the condition present is diverging.
This can beseen by using the “/itprint” option, but
no warning message is given. BMDP provides
referencesthat provide information onhow to
remedy the nonstandard conditions.

2.6 The Accelerated Failure Time Model

Only SAS and BMDP allow the use of the
accelerated failure time model. There is an
agreement in the result$SAS allowsthe use of the
generalized gamma distribution. It can umeful is
choosing which underlying distribution to use to
modelthe data. One must be careful in interpreting
the results of both packagdsecausehe estimates
that areprovidedare for the transformed logarithm
of survival time. You will want to transform the
estimates back ttheir original units. This can be
done using the delta method.

3. CONCLUSION

SAS, SPSSand BMDP are allvery good packages
for analyzing survival analysis applicationgach
packagehas its advantagesdpitfalls. There is not
one identifiable superior package. Under an ideal
situation, a researche&rould want to haveall three
packages available. Tldoice of which package to
buy isdetermined by the nature ahalyseghat will

be done. For the ordinary researcher any of the
packages would be sufficient.

SAS and SPSS both havenatrix languageshat
allow the implementation of applicatiorend tests
that are not a standard part of thackage. Even
though BMDP does not have a built-in matrix
language, it has incorporated techniqugsared

toward biomedical
truncation.

applications such akeft
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Table 1: Listing of the procedures by survival analysis topic and statistical package.

Survival Analysis Topic SAS BMDP SPSS
Kaplan-Meier Method PROC LIFETEST 1L KM
Life Tables Method PROC LIFETEST 1L SURVIVAL
Cox Proportional Hazards Model PROC PHREG 2L COXREG
Accelerated Failure Time Model PROC LIFEREG 2L N/A*

* Not Available

Table 2. Survival analysis applications available in SAS, SPSS, and BMDP with recommendations and
comments.

Agree | Recommendeq
Application Packages Available| in results| Package(s) Comments
Kaplan-Meier estimates SAS, SPSS, BMDP YES N/D** Mean survival time
underestimated with a
greater degree in SAS
Testing equality of strata SAS, SPSS, BMDP YES SPSS SPSS : Tarone-Ware Test
and pairwise comparisons

is

Test for trend SAS*, SPSS, BMDP YES SPSS, BMDP Not built into SA$
Stratified tests SAS*, SPSS, BMDP YES SPSS, BMDP Not built into SAS
Estimation in the Cox model  SAS, SPSS, BMDP YES N/D Each use maximum [partial
likelihood estimation
Likelihoods for ties SAS N/A SAS SAS has four likelihoods
Test of regression parameters ~ SAS, SPSS, BMPP YES BMDP BMDP has Wald, score

and likelihood ratio tests
for 2 df tests

Time-dependent covariates ~ SAS, SPSS, BMDP YES SAS Syntax easier in SAS
Left truncation SAS, SPSS, BMDH YES BMDP Built into BMDP
Model building SAS, SPSS, BMDP YES SPSS SPSS: 2 df Wald testsg
techniques during selection process
Testing proportional SAS, SPSS, BMDP YES N/D 2 methods available |n
hazards each package
Stratified analysis SAS, SPSS, BMDP YES N/D Easy to implement|in
each package
Nonstandard conditions N/A*** NO BMDP BMDP: warnings and
references
Parametric regression SAS, BMDP YES SAS SAS includes
generalized gamma
distribution

*  Available in the package with additional programming (SAS/IML) or calculation.
** N/D = Not Distinguishable
*** N/A = Not Applicable



