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Key Words: Missing Data, Imputation, Type IV Sum provide a different problem frorhat of missingcells,

of Squares, Estimability since structural zeroesan never beobserved, and
methods for filling in the missing cells are not
Abstract appropriate.

Structural zeroes, amobservablelata,create  Section 1.2: Analysis of Variance
a problem when performing Analysis of Variance.
Replacing the missingells with estimated values is The model for a two-way Analysis of
inappropriate in thiscase because these catBnnot Variance can be written as:
have data in them. Tleoftware packages BMDP and
SPSS, upuntil recently,had nomethods for dealing Yy SH+a; +B; +aB; +g,
with StructuralZeroes. SAS usdbe Type IV Sum of
Squares t_o_ handle tgroblem of _missing _Ce”S’ but is where thegy’s are independent arfdllow a Normal
very sensitive to howthe data is organized. Two = i _ 2 .
alternatives are a reconstrained Least Squares approddfstribution with mean @ndvarianceo . Thismodel
or a decomposition ofthe problem into smaller IS known as theeffectsmodel The random variable,

with the Type IV Sum of Squares approach. overall meareffect. The parameteq; corresponds to
the effect of treatment A on the outcome. The

Section 1: Introduction parametef; corresponds to theffect of treatment B
on theoutcome. The parametenf; represents the

Section 1.1: The Problem interaction effects oftreatments A and B. Thelues

of k represent replicate observation3.he following
One of the problems one confronts when figure illustrates an example of the rectangular nature
doing an Analysis of Variance (ANOVA) is missing of the data if the data isomplete. The y;. notation
values. An example of such a problem is when ariepresents more than one observation in each cell.
investigator cannotobserve data because of some

equipment malfunction.  If such a malfunction Figure 1.1: Data Table for ANOVA
occurred for an entire treatment combinatitmen a
missing cell has occurred. The standard normal Treatment A
equations for ANOVA damot allow for missingcells. 1 2 3 4
There arevarious methods for dealing with missing  Treat- 1 Vle | V21e | Y31e | V4le
cells, such as filling in missing cells (Kirk, 1968) or ment 2 W2 | Y22+ | V320 | ya2e
li;eSa;l;lng up the data intoomplete subsets (Searle, 3 Vize | y23+ | v33. | ya3.
Let us takethe problem of missing cells one B 4 Y1d4e | Y24 | Y34e | Y44e

step further. Therevious problem assumdisat the o _
missing cells could be observed under better ~When structurally missing data occurs, the figroeld

conditions. If the particular treatment combination!ook like the following table.

cannot be observed under any ideal conditions, then the _
missing cell is called atructural zero. An example  Figure 1.2: Data Table with Structurally Zeroes

of such data is a SPECT scan of the braidere,

instead of treatmenévels, we havéhe horizontal and Treatment A
vertical locations of theobservations. Clearly, the 1 2 3 4
brain is an irregular region. bBne uses ANOVA to Treat- 1] Wie | y21. | y31e | Y41.
analyze this particulatype of data, one would have ment 2 V2e | Y22¢ | Y32e | Y42
many cellsthat could not beobserved, becauskere is 3 | yaze | v23¢ | y33. | va3e
no tissuethat could be scanned.Structural zeroes

B 4 | Yide | Y24e | Y34e | Y44




connected. Otherwise, théecomposition cannot be
The shaded area represents ¢bbs that do notexist.  made into complete blocks.
The values of in these cells are effectively zero.
Section 2.2: SAS and Type IV Sum of Squares
Section 2: Methods for Dealing with Missing Data
The statisticaboftware package SAS suggests
Section 2.1: Decomposition as a Solution usingType IV Sum of Squaresto handle missingell
data. Type IV Sum of Squares can be calculated by
Using subsets isppealing forthe structured ysing theR() notation (Speed, Hockinglackney;1988
zero problem, because it doest assumethat the ) we will usethe two-way ANOVA with interaction
miSSing cells exist. Unfortunately, a decomposition a%s our model. Thé’ype IV Sum of Squares for the
proposed by Searle, destroyse structure of the i effect A is R | 1, B, ap), for maineffect B, RB
problem. However,one can modify the decomposition | 1, a, ap), andfor the interaction R(B | K, a, P)
to include over_lap_ping_subsets. Let us assume we ha‘(Eittle, Freund, Spector; 1993). Thesee identical to
the data ma_trlx in Figure 12 This figure can be-|-ype Il Sum of Squares in altases except when
decomposedinto the following two overlapping missing cells occur. Unfortunatelfype IV Sum of

subsets. Squares can be different depending on how your data is
) ) organized. Using the identical data set, one can
Figure 2.1a: Overlapping (Upper) Block 1 change a mairffect sum of squares by reorganizing
the data setand moving the missingcells. The
Treatment A following tables givethe results of usinglType IV
1 2 3 4 analysis in SAS and switching rows and columns.
Treat. 1| ¥i1. | y21. | Y31 | Y41.
B 2 Y12 | Y22¢ | Y32¢ | V42e Figure 2.2: Different Scenarios for Testing Type IV
Analysis
Figure 2.1b: Overlapping (Right) Block 2
Treatment A
3 4
Treat- 1 Ble | V41e Eeference Horizental Flip
ment 2 B2e | Y420 =
3 | Y33« | Y43e
B 4 | y34e | Y44 S
With this decomposition intothe maximum sized st  ssded
overlapping rectangles,
« we still keepthe structure of theroblem and Table 2.1: Type IV Sum of Squares
avoid filling in the missing cells, Horizontal R1,R2 R3,R4
« we have themaximum size blocksto test for Reference  Flip switch _ switch
inconsistencies due to interactions, and Sum of Squares
e we can estimate eomplete set of interactiongor SSA 36.02 40.89 36.02 36.02
the combined problem and for each subset. SSB 40.16 40.16 40.16 40.16
This method has its advantages andSSAB| 18.57 18.57 18.57 18.57

disadvantages. It is certaingasy toimplement in
such software packages like SAS. One is also working
with completeblocks. Onthe down side, it clouds the
idea of interaction in the overlap. In the example
above, does one usige Upper Block,the RightBlock

or some combination of both? Also, whesing this
method, onehas effectively turned one analysis into
multiple analyses. Finally, the data needs to be



Table 2.2: SAS’s Parameter Estimates statement to test appropriate hypotheses. The
SOLUTION statement is misleading. ytelds biased,

True Horiz. R1,R2 R3,R4 non-unique resultghat arealso dependent on data
Value Refer. Flip  switch  switch arrangement. Oneeeds to consider what is estimable
Parameter Estimates and use the appropriate ESTIMATE statement.

H 5 996 | 454 0.96 6.81 Freund (1980) commentiat usingType IV analysis

al -2 -255| 0.00 -5.56 255 may cause sufficient confusighat one might give up
a2 1 350 | -094 260 350 altogether. ClearlyType IV analysis should be used
a3 1 287 | 256 287 1.29 carefully for the problem of structural zeroes.

a4 2 0.00 5.42 0.00 0.00
B1 -2 -4.38 | -4.52 -4.38 -1.22
B2 -1 -452 | -1.65 -4.52 -1.37
B3 1 |-316) 100 -316] 0.00 When one is trying to estimate parameters in
B4 2 0.00 | 0.00 0.00 3.16 an ANOVA model, one needs to utee least squares
ap11| -1 -3.01| 0.00 0.00 -3.01 equation,
apl2 1 0.00 0.00 3.01 0.00
oap21 1 0.89 3.90 0.00 0.89 X'XB = XY
ap22 -1 0.00 0.00 -0.89 0.00
ap3l| -5 0.76 | 0.90 0.76 -3.40 where X is the desigmatrix, B is the vector of
ap32| .5 287 | 0.00 2.87 -1.29 parameters and Y is thesctor ofthe observeddata.
ap33| 1 416 | 0.00| 4.16 0.00 Solving forp yields,
op34 -1 0.00 0.00 0.00 -4.16 R }
ap4l| 5 | 0.00| 0.14| 000| 0.00 B=(XX)yxy-

ap42| -5 0.00 | -2.87 0.00 0.00 _ _ _ ) )
ap43 1 000 | -4.16 0.00 0.00 Without constraints, (X' X) is a singular matrix, and

44 1 0.00 | 0.00 0.00 0.00 one n_eeds to find a generaliz_ed in\_/ersescbb/e fchis

equation. Anotheway of handling thisproblem is to
put constraints of. The general fornfor constraints
r0n[§ is,

Section 2.3: The Structural Zero Least Squares
Approach

Looking at Table2.1, one realizeshat the
horizontal flip changes the Sum of Squares fo
Treatment A. The data has not changedly the
position, yet Type IV analysis gives inconsistent
results. This iglue primarily to thdact that the main
effects hypotheseshange when data is reorganized,!n the example of a balancewo-way ANOVA with
althoughSAS doesot tell you what thosehypotheses  interaction, one usually uses the following constraints,
are. When examining Table 2.2, one notices an odd

behavior. Take, for instancthe differencea;-0,. In zTi =0,

all but one case, thdifference is approximately 0.95. '

The case where rows and 2 areswitched leads to a ZB; =0,

difference of 2.96. Weanseethat this isdramatically !

different from the other threecases. This is ZO(Bij :ZO(Bij =0.
i ]

particularly surprising since we did not change the
positioning of the missing cells.

The advantagesnd disadvantages for SAS One can themvrite some othe parameters in terms of
Type IV Sum of Squares should be clear. Ease of€ others, andeducethe design matrix X to a
implementation and theariety of options SASffers ~ nonsingular form.
make SAS an appealing option. Unfortunately, with When dealing with structural zeroes, one
different arrangementscome different Type IV needs tamodify these constraints to take into account
hypotheses. SAS doesot inform the user what that there are no parameters in th@es Take for
hypotheses it igesting. It is quitepossiblethat the —instance the example in Figure 1.Bere,af;s= a3
hypotheses being testedight be of no interest to the = 0B1s = 0B, = 0. Since thelegrees of freedom left
investigator. Fortunately ormnusethe CONTRAST  for interaction after estimatinghe main effects are



now different as aesult of the missing cells, waill aB,,=-aB,;  aB,,=-ap,

need to impose additional constraints keep the By, = —af,, apB,, = —0B,,
design matrix X nonsingular. Using Figure 1.2, we see a
that we do nomeed to adjust the constrairfts the oBs; = ~(aBy, + aBy +aByy)
main effects. We do, however, need to adjust the 0B, = —(0B,, +aBz +0PB,,)
nstraints for interaction = - = - -
constraints for interactiontify,= -aPr APz -aPza OBy, = oy, + OBy, + B, + OBy, +ap,, .

0B33= -0f43, andofss= -0fB4s S0, we need tavork
around the hole by setting the interaction terms of th
hole to 0 and adjusting the constraints on the
remaining terms.

To have a nonsingular design matrix, one
needs to reducthe number of parametedewn to the
number of degrees of freedom of eaffect. In our
example, we clearly have 3 degrees of freedom fo
Treatment A and threedegrees of freedom for
Treatment B. We theneed only estimate,, as, and
o, for Treatment A an,, s, andf3, for Treatment B.
By the constraints, we have

?:Iearly, this is not thenly patternone can choose.
Choosing different patterns will result in different
equations.

The advantages to this method are clear. The
full rank design allows founique, unbiased parameter
estimates.  Also, resultsare not dependent on
Errangement sincell thatchanges is column order in
the design matrix (antbws inthe parameter matrix).
Finally, depending on how this method is
implemented, parameter estimasesd sum of squares
are readily extractable. SAS does not extract
parameter estimates easily. Ghe other handsince
a,=-(a, +a,+a,), this method is not currently automated,
B, =—(B,+B;+B,) implementation is difficult and time consuming.

For the interactioreffect, we wouldnormally have 9 Section 3: Discussion
degrees of freedom. By reconstraining the problem, we
now have only 5 degrees of freedom for interaction as a Upon reviewingthe various methods, there is
result of removing the 4 parameters (2x2 hole) andio clear winner when dealing with Analysis of
setting them to O. In othavords we only have 5 Variance with StructuraZeroes. As withall statistical
linearly independent parameters, given our constraint@nalyses, the investigator needs to be aware of what
The method is similarfor 1x1 holesand 3x3 holes. hypothesesire beingiestedand whathypotheses need
The following figure is one possibleay tochoose the 1o be tested. Although treasiest to usdype IV Sum
5 degrees of freedom (marked witﬁ)a _of Squares analysidoesnot tell the investigator what
is being tested. Instead, it is up to the investigator to
Figure 2.4: Degrees of Freedom for the Interaction ~ SUPPly the appropriaténypotheses relative to what is
Effect being studied. The Structurderoes Least Squares
method gives the investigator the advantage of working

Treatment A with a full rank model, but implementatiocan be

1 2 3 4 difficult depending orthe level of the investigator and
: diagnostics even more cumbersomihe Overlapping
Treat- 1 apgat |appr? |9B31 |apas’ Block Decompositionmethod is probablythe least
ment 2 |(aB12 |aB22 |aB32 |af4g2 favorable. Whileeasy toimplement, itdoesnot work
3 |aB13 |aB23 | aB33 |apgst for all cases. Interactionbecomes difficult to
understand in theverlapand neither of the treatments
B 4 |aP14 |aP24 | aB34 | apg4! are fully expressed ineither block. The deciding

factors on which method to use are how much time and

For the given pattern, the remainder of the parametetghat resourcesire available to perform thanalyses
can be written from the constraints as, and what analyses are required.
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